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ABSTRACT. One of the two ATLAS Forward Calorimeters (FCal), consigtof three modules,
one behind the other, was exposed to particle beams of knoergies in order to obtain the
energy calibration. The data were taken in the H6 beamlin@ERN in the summer of 2003,
using electron and hadron beams with energies from 10 to 200 Ghe beam test setup and
collected data samples are described in detail. Using datples taken with a minimal amount of
material upstream of the calorimeter, the FCal responskettrens and pions, as measured by the
linearity and resolution as a function of energy, is exedcind compared to ATLAS performance
requirements.
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1. Introduction

ATLAS is one of the two general purpose detectors that wiktdata at the Large Hadron Collider
(LHC) at CERN, where protons will collide nearly head-onwénergies of 7 TeV, at a design
luminosity of 14 cm~2 s~1. The energies and density of particles produced in thedisionk are
largest near the directions of the incident beams. Thishhangironment close to the accelerator
beam pipe places severe constraints on the detector elenesigned to operate there.

An important design criterion for ATLAS is hermetic caloetny. That is, the interaction re-
gion should be surrounded by calorimeters so no electrdmspps, or hadrons with significant
transverse momentum can escape undetected. The ATLAS kb@edorimeters (FCals) extend
the calorimetric coverage from a pseudorapidjty}, of about 3.1 to 4.9 and therefore sit quite
close to the beam pipe. At design luminosity, each LHC bumoksing will produce an average
of about 23 soft collisions which will deposit large amounfsenergy in the forward calorime-
ters. The deposited power load and extreme radiation dosige tdetector components limit the



choice of construction materials and constrain the desigheocalorimeter. Furthermore, these
minimum bias events will overlap events of interest, coagilng the reconstruction and smearing
the calorimeter energy and position measurements.

A design with a forward calorimeter far from the interacti@gion (about 15 m) was orig-
inally considered[]J1], to ameliorate the consequences @fldige particle density and radiation
dose. However, this would have created a region of pseudiitiapetween the endcap and for-
ward calorimeters where shower spreading, leakage, aratpdlos in support structures would
have compromised the measurement of transverse momenuirexanerbated problems due to
upstream material. Instead, a design was adopted thatateelgthe forward calorimeter into the
existing Liquid Argon (LAr) endcap calorimeter desigh [Zhis had the advantage of allowing for
common readout electronics, as well as providing shielfinghe muon detectors at high|.

The ATLAS FCal has been designed to survive in the envirommear the LHC beamline
while providing good energy and position measurementsefst jA major objective of the forward
calorimetry is physics with high missing transverse endegy Good determination of missirigr
requires hermetic calorimetry to minimize contributionsnfi high energy jets that escape detec-
tion at low angles to the beamline. Another key part of the Léiperimental programme is the
search for the Higgs boson. At low masses, just above the L&Pdf 114.4 GeVE? [g], early
discovery of the Higgs may come from searches for Higgs mtiolu via the Vector-Boson-Fusion
(VBF) process, which is characterized by high energy fodyats. The ability to tag these jets is
another important requirement on the forward calorimetgfggmance. We set the requirements
for Et resolution a\Er /Er < 10% forEr > 25 GeV. Below this threshold tagging jets are lost in
the pileup when running at the design luminosity. This regmient implies that the FCal energy
resolution and jet angle resolution must both be better #iemut 7%; at the highest values |dff
it is the angular resolution that dominates. The requirdmen the position resolution dictate the
necessary readout granularity of the detector.

A good measurement of the missikg requires not just hermetic calorimetry with adequate
energy resolution, but also an energy response in whichGeurssian tails are small, to ensure that
instrumental contributions to the missiig signal, due for instance to mismeasurement of large
cross-section QCD processes, are small compared to theteggghysics signals.

The location of the forward calorimeter within the ATLAS @agh cryostat is illustrated in
figure[]. A cross-sectional view of the upper half of the famvealorimeter in this environment is
shown in figuré 2, which provides more detail on its positielative to the other endcap calorime-
ters, and shows some of the material located between theffleGalace and the ATLAS interaction
point (IP). Each FCal consists of three modules, referredteCall, FCal2 and FCal3. The FCal1l,
a copper module, is closest to the interaction point,-a7029 mm. Behind it are the FCal2 and
FCal3, respectively, which are made mainly of tungsten deoto optimize shower containment
in the available space and limit the transverse spread abhaxdshowers. Behind the FCal3 is
an un-instrumented plug made of a copper alloy, which pes/additional shielding for the muon
system. The ATLAS moderator shield (ATLAS JM shield), herarked as “Poly Shield”, is de-
signed to reduce albedo from the calorimeter back into theridetector[J4]. The FCal sits within
a cylindrical support tube that has a cone shaped extensitredP side that bolts to the face of the
cryostat; this assembly forms a structural component oétidrap cryostat. A cryostat bulkhead
made of about 5 cm of aluminum is located just in front of theaBC The JM shielding consists
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Figure 1. A cutaway view of the ATLAS endcap cryostat, showing the tmraof the forward calorimeter
relative to the other endcap calorimeteﬂs [5].
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Figure 2. A cross-sectional view of the upper half of forward caloriergin the cryostat support tube
which houses it; cryostat walls are shown in black. Padielgn| ~ 3.7 (shown) must traverse both the
the tube portion of the polyethylene shielding and the datdsulkhead. At highen| there is additional
material, for instance the plug portion of the Poly Shieldvad as a metal pump, also illustrated.

of a tube of outer diameter 178.5 mm and 38.5 mm thicknessnditig for just over a meter in
front of the FCal, and an 80 mm thick plug with inner and ougetiirof 74.5 mm and 178.5 mm,
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Figure 3. Forward calorimeter electrode arrangement. The left-h@dadshows a schematic view of a
portion of the front face of the FCall, also illustrating aglée electrode group and indicating the size of the
Moliere radius in this device. The right-hand figure showsatpgraph of the front (non-readout) face of
a hadronic (FCal3) module. Also visible are PEEK retenti@shers, that keep the anode rods in position,
and the ends of the PEEK fibres that maintain the narrow LAsgap

concentric with the beamline and situated just upstrearhettyostat bulkhead described above.
Also illustrated in the figure is the material of a small purhattsits within the evacuated volume
of the cone.

In order for the FCal to operate in the very high flux environininat will be present when
the LHC is run at its design luminosity, the liquid argon gapshe forward calorimeter must
be much smaller than the 1-2 mm gap size that is traditional li\r device. This constraint is
accommodated by the use of a novel design with thin annulardafps oriented parallel to the
beamline. Electrodes are formed by inserting an absorlikrwhich serves as the anode, into a
copper tube which acts as the cathode. The rod is positioordeatrically in the tube using a
helically-wound radiation-hard plastic fibre (PEEK) thagintains the narrow LAr gap (250m
in the FCall) and electrically separates the anode and dath®hese electrodes are positioned
in a hexagonal array within an absorber matrix. The eleetitogelectrode spacing is quite small,
leading to a detector with a fine lateral segmentation thatleaexploited in the shower shape
reconstruction. The module structure is illustrated in rﬁxj@, which shows a schematic partial
view of the front face of the FCall module alongside a photthefnon-readout face of the FCal3
module. For high voltage distribution and readout, elatdgare ganged together in groups of 4,
6, or 9 on the FCall, FCal2 and FCal3, respectively, usirgréonnect boards at the readout face
of each calorimeter module. For most channels, four suchpgrare summed on a transformer
summing board before the signals are sent to the cryogeedtifmugh. At the inner and outer
periphery of each module, there are some channels for whictumming is performed. This will
be discussed in the next section.

In this paper we describe the performance of one of the twbARBAS forward calorimeters
to single particles, i.e. electrons and pions, over thegnesnge of about 10-200 GeV. More
information on the design of the Forward Calorimeter candumdl in reference[][5]. Details of the
design and construction of the as-built detector will beghigject of a forthcoming publication.
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Figure 4. A view of the instrumented region of the FCal, showing the fimpact points used in the beam
test. Also shown are an aluminum plate used to simulatedrfestat bulkhead when running at the 4H
position and a polyethylene piece simulating the plug pithe® ATLAS JM moderator near the beam hole.

2. Beam test configuration

The aims of the 2003 beam test were two-fold: to determing-thal energy calibration and to
study its performance for particles near the inner radiub®fetector, where leakage at the inner
edge, or “splashing” across the beampipe must be unders®ederal beam impact points were
used, as shown in figuf¢ 4, and a wide (5 cm diameter) beam waslin order to average over
the face of the calorimeter, since the FCal response is kiowapend on the impact point relative
to the closest electrodf [6]. The two beam impact points fmeithe calibration energy scan (4H,
4L) differ in the amount of upstream material seen by the bbafore reaching the calorimeter.
At the 4L position, the amount of upstream material in frohthe calorimeter was minimized in
order to allow investigation of the intrinsic detector mermance. At the 4H position, an attempt
was made to simulate conditions at ATLAS, where particlég pt= 3.7 must traverse a substantial
amount of material before reaching the FCal, such as thestaybulkhead and the tube portion
of the ATLAS JM shielding, which represents a large thiclenespolyethylene at these incident
angles. In ATLAS there will also be material associated it inner detector and associated
services. However, at the time of the beam test, the amoumiatérial was not well known, and
since it is expected to vary strongly withand ¢, no attempt was made to simulate it. This paper
presents an analysis only of the data taken at the 4L posifioalysis of the other data samples
will be the subject of future publications.

The original goal was to use a completed forward calorimetstalled in its support tube.
However, delays in the availability of the tube made thisragtical. Instead a purpose-built stand
was constructed to hold the production modules of the falveatorimeter for the C-side of AT-
LAS. These were positioned with close-to-nominal spacihg;separations and any small relative
rotations were surveyed after installation. Figllre 5 shawisawing of the three modules on the
beam test stand and a photograph of the cabled modules thsideyostat at CERN.

Because of the very narrow liquid argon gaps, high-voltdmgets in electrodes can be induced



Figure 5. Module setup for the FCal beam test. The left-hand diagraswska CAD drawing of the three
FCal modules on the beam test stand. The right-hand figuressao overhead view of the cabled modules
inside the bathtub. Also visible, on the inner and outerswvalithe bathtub, are some of the summing boards.

by rather small pieces of conductive material. Past expegigvith module cold tests done in the
same cryostat led us to take measures to protect the modjdastany debris left after cleaning
of the cryostat. The detector stand, with the three modulgslied, was therefore inserted into a
“bathtub” made of 1.5 mm stainless steel. The bathtub haerakkioles covered in a fine stainless
steel mesh to allow LAr flow into the bathtub during filling dfet cryostat. The LAr fill was
controlled to maintain a level below the top of the bathtub.

The cabling of each FCal module is segmented into 16 azirh(¢faslices. The readout of
eachg slice is additionally segmented intordregions in the FCall, 2 in the FCal2 and 1 in the
FCal3, with each region having it's own cable harness insémnting up to 64 electrode groups. For
most channels the signals from four electrode groups arensghiby a transformer on a summing
board located inside the cryostat. Each summing boardvexdour cable harnesses from the
modules and outputs one “pigtail” cable carrying up to 64does channels from the summing
board to the cryogenic signal feedthrough, as illustratefyure[§. To accommodate the geometry
at the inner and outer radii of the detector, some electradapg in these regions are read out
without summing. While the FCal modules were fully cabletpto the beam tests, because of
a lack of pigtail cables and readout electronics, the FCalmad fully instrumented for the beam
test. In order to ensure that energy splashing across tha hebe could be detected during the
inner edge scan, the innermagptegion was cabled for ap slices. For both the FCall and FCal2
modules, in addition to the annular region, famuslices forming a 99 wedge aboutp = 0 were
instrumented to form a region providing approximate ldtecmtainment for electrons and pions
in the region used for the energy scan. The FCal3 module Wigsrigtrumented since each cable
harness instruments the fujl region of a singlep slice. The instrumented regions of the three
FCal modules are illustrated in figue 7.

To allow for position scans, the cryostat sits on rails andggipped for lateral translation.
Scanning in the vertical direction was achieved by adjgstive current in the final bend magnet
(B9) in the H6 beamline, which is located about 32 m upstreéime cryostat. These features
allow for the selection of specific beam impact points on thrmeter. The mean response
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Figure 6. Schematic of the module cabling from the electrodes to thegenic feedthrough. Signals from
four tube groups are summed on the transformer to producgkessummed” channel which is then routed
via the pigtail cables to the cryogenic feedthrough.
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Figure 7. The shaded areas show the regions of the three FCal modafew¢he instrumented for the
beam test. For the FCall and FCal2, the annular region endatection of any energy splashing across the
beam-hole at points 1, 2 and 3, used for the inner edge scadle thh wedge shaped region provides for
lateral containment at the points used for the energy lidm, which were indicated in figure 4.



of the forward calorimeter is known to depend on the participact point and the resolution is
known to depend on the particle’s impact angle. In order toateach impact point with the same
angle of incidence as would be the case at ATLAS, for pagideginating from the interaction

point, it was necessary to make mechanical modificationbecctyostat to also allow for small

rotations. Changes from one impact point to another wereraptished by a combination of

rotation and translation. The incident angles are summdriaz figure[}t. In the case of beams
deflected vertically using the B9 magnet, the small addii@ontribution to the impact angle was
not accounted for. Three vertical settings were used, onthéposition scan points which were
at the detector mid-plane and two for the energy scan, synuaky located above (H) and below
(L) the mid-plane.

For running at the 4H position and at the three positions dsethe inner edge scan, we
attempted to simulate, as much as was possible, an ATLASehkironment. This meant modeling
the cryostat bulkhead and the tube and plug portions of tHeA&TIM moderator. The tube region
was modeled by placing polyethylene in the beamline upstrefithe cryostat, in the slot of an
iron wall located upstream of the cryostat, while the plugevant only for positions 1-3, was
modeled with a polyethylene piece mounted to the outsidée@fiont-face of the bathtub. The
cryostat bulkhead was modeled using 5.0 cm of aluminumebati the inside wall of the bathtub,
with a cut-away around the 4L position. The material moumtedhe bathtub wall is illustrated in
figure[4. At position 1, the innermost scan point, we addilynmodeled an ion pump that sits in
the evacuated region of the forward cone, using a small alumiblock 30 mm thick placed in the
beamline about 900 mm upstream of the detector.

A Rohacell excluder was placed between the inner wall of tigestat and the outer wall of
the bathtub. However, there was no excluder between the waléof the bathtub and the FCall
front face, which was positioned 15 cm downstream of it. ka4 position, 5 cm of this depth
was occupied by the stainless steel plates used to modefythstat bulkhead.

The liquid argon purity was monitored for the entire duratad the test, with oxygen contam-
ination being less than 0.12 ppm at all times.

2.1 Beamline instrumentation

The beamline setup used for data-taking is illustrated iaréif. The H6 beam emerges from a
vertical bend magnet (B9) about 32 m upstream of the cryo$taire were three stations of Beam
Positioning Chambers (BPCs), one located about 1 m dovamstaf the B9 magnet, one about
11 m downstream, and the third about 3 m upstream of the R@linj front of the cryostat. This
last station was located on a movable table, described ire metail below. Each BPC station
consisted of twax-plane and twoy-plane MWPCs using delay line readout. The first and last
stations provided hit resolution of 150-2@@n, while the middle station, which was of a somewhat
older design, provided a hit resolution of about 30®. All BPCs had an efficiency near 100%.
Information from the BPCs was used in the reconstructioneafiv tracks, allowing determination
of the particle impact point on the front face of the caloriene

The beamline contained several scintillators used fogéiig. These were located on a
movable table just in front of the cryostat, that was shiftedand down to follow the beam to the
three vertical settings. There were two 10x10 cm scintitgteach 1 cm thick, denoted S1 and S2,
respectively, and a smaller 7x7 cm scintillator, also 1 ciokthdenoted S3, located closest to the
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Figure 8. Schematic of the beamline setup for the FCal calibratiombiest.

cryostat. There was also a veto counter made from a sciotillgith a 6.5 cm diameter circular
cut-out.

Downstream of the cryostat was a steel/scintillator tattber, in the same configuration as
was used in a 1998 beam td$t [6], with three thick scintitlptates of 140x140 chcross-sectional
area followed by four 50x50 cfrcounters. Each counter had two outputs with gain ratio 08.1:2
Signals from the last two counters were summed to keep théauai readout channels matched
to the number of inputs on a LeCroy 2249A ADC.

Downstream of the tail-catcher was a concrete beam stopndevhich was a 50x50 cf
muon counter. The aperture of this counter was insufficierrovide coverage for all scattered
muons, especially at the lowest energies, so informatiom fthe tail-catcher is also required for
the efficient suppression of muons.

Finally, for particle identification, a CEDAHR][7] was localtén the H6 beamline, upstream
of the instrumentation illustrated in figufé 8. Therenkov device can be used to distinguish
electrons and pions at energies below about 100 GeV, andtiderpion-proton separation. The
CEDAR contains eight photo-tubes and normally providesedhaoincidence signals, 6/8, 7/8 and
8/8 which were latched and written to the trigger word, e\mnévent. However, only seven of the
photo-tubes were functional during the period of this té%hen CEDAR cuts are referred to in
this paper, the requirement is the coincidence of 6 of thenctfaning photo-tubes.

2.2 Module high voltage

The high voltage system used final ISEG FCal HV modulesd the associated crate and crate
controller. These HV modules provide up to 600 V and 6 mA ofeni, with hardware interlocks
adjustable by hand. A single supply houses two modules griy8 channels each. Distribution of
the HV to the calorimeter modules is done via the summingdmars illustrated in figufé 6. There
are four independent HV lines per board, each serving omtrete group in each of the summed

1HV module ISEG EHS FO06p_106_KB1, Iseg Spezialelektronikb®l, Bautzener Landstr. 23, D-01454 Rade-
berg/Rossendorf. Manual to be found Eh [8].



channels, as well as a fraction of the unsummed channelse keese of a lost HV line, the resulting
dead region is therefore distributed. Standard summinglsogere used for all fully instrumented
@ slices, but the cabling scheme described earlier requireddnstruction of six special summing
boards for the other instrumented regions. In total 16, singrhoards were used, requiring 64
channels of HV, or four 16 channel supplies. A total of 994lmed channels were instrumented.

A great deal of effort went into development of FCal modulgseasbly techniques that mini-
mized the electrode failure rate due to HV shorts and greatwas taken to minimize the expo-
sure of the modules to debris during transportation anthgesDuring the construction and testing
phases the electrode integrity was tested at various tibwth, warm and in liquid argon, in the
same cryostat used for the beam test programme. Theseastddshowed the electrode failure rate
to be less than 0.1%, meeting the design goal set for the ptiodumodules. However, these cold-
tests were of limited duration, so the 2003 beam test addilip represented the longest test of the
HV stability of the system, prior to the start of the LAr Catoeter Endcap cold commissioning in
2007. From early on in the beam test there were five high vel&grts present: one each in the
FCall and FCal2, and three in the FCal3. Two additional steppeared in the FCal3 during the
beam test programme.

2.3 Trigger and data acquisition system

Beam triggers were formed by a coincidence of the three beamters S1, S2 and S3, with the
Spill Gate, which was derived from the SPS accelerator cioakdefined to exclude the very be-
ginning and end of the spill, where unwanted spikes oftemiodé¢one of the other counters (Veto,
CEDAR, Muon or Tail-catcher) were included into the trigdmgic, in order to avoid undesirable
systematic biases in the recorded data. Track selectiorpariitie identification tasks (“beam
cleaning”) were allocated exclusively to the offline analys

In addition to the beam triggers, there were other types ehesv start-of-burst and end-of-
burst, random (“pedestal”) triggers and calibration teigg(separately for the front-end electronics
and the beam instrumentation). Burst events were used yAReto synchronize the data taking
and recording with the accelerator cycle. The calibratigggers for the beam instrumentation
(MIPs for beam counters, time scale for the BPCs) were geteanly at the start of each run,
between the spills. Random trigger and front-end eleatsonalibration triggers were generated
during the run, both during and between the spills. Theiveattes of these triggers was tunable
by software. The random triggers provided pedestal ancemoisasurements, while the front-end
calibration triggers were passed to a special front-enthregion board, and used to determine the
response of the Front End Boards (FEBS).

A trigger word was used to encode the information from thenbeaunters, to be used for
fast offline event selection. This contained: three bitstli@r trigger counters; two bits (LatePU,
EarlyPU) set for events that were too close in time, basecheridgical sum of the S1, S2, S3
and Veto counters; two bits for the front and rear sectiontheftail-catcher (with thresholds set
well below the MIP peak); one bit each for the Muon and Vetontets; three bits for the CEDAR
information; and one bit each for random and calibratioggteis.

The beam test used prototypes of the ATLAS FEBS, close totla¢disign, with the readout
following a chain similar to the one to be used in ATLAS. Asiditrated in figurg]6, signals from
individual readout channels (summed or unsummed) are dduben the transformer summing
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Figure 9. Schematic of the beam test readout and data-acquisitiop.set

boards to the baseplane of the Front End Crate via a cryog@mal feedthrough. High voltage
was applied through a separate feedthrough as will alsoéeabe in ATLAS. On the FEBSs, the
signal for each channel is amplified and shaped with a bigblaper, then sampled every 25 ns, in
time with the Trigger Timing Control (TTC) clock. Samplegatored in a switched capacitor array
(SCA) analog pipeline, to be digitized and read out in thenewé a trigger. Each readout channel
has three possible gains. Configuration of the FEBs canfgp&hich gains are read out, as well
as the number of samples to be digitized and recorded. Fdraht®e data taking the system was
run in “auto-gain” mode, which makes use of predefined tholelshfor switching between gains
(between High and Medium gain in the case of this beam tegtpdBut of the samples from the
FEBs was done using miniRODs (where ROD stands for Readawgpwhich were designed for
the FEB readout in previous ATLAS LAr Calorimeter beam t¢8t§L0].

The readout system is illustrated in figile 9. The data aitiquissystem was built around a
single control VME crate located at the cryostat platforeamthe Front End Crate and the trigger
logic NIM crates. It contained:

¢ eight miniRODs, directly connected to the eight FEBs by 1tip&data links;

e the TTC-0 system to synchronize the FEBs and miniRODs (T T&HEe prototype TTC sys-
tem, inherited from previous LAr calorimeter beam te§tffl, together with the miniRODs);

—-11-—



e the SPAC-master unit for the SPAC b{is|[11], which is used tdigare and control the FEBs
and the calibration board;

e a 6-channel trigger input/busy unit (CIRQ]12]) serving las interface to the trigger NIM
logic;

e the CAMAC interface board (CES CBD 8210), to drive a CAMACterwith TDCs, ADCs
and pattern units;

e an SBS-Bit3 Model 617 PCI to VME bus adapter, with a 50 m fibak to the control PC.

The system was controlled by a remote Linux PC running a dégticrun control application with
an inter-process communication scheme based on the Qdastotechnology[[13]. The FEB,
TTC and SPAC interface libraries were adopted from a previodr beam test DAQ[[J0]. The
FEB event data was buffered autonomously by the miniRODs.VIME-PCI fiber link provided a
direct access to this data which was formatted by the reagmlication running on the control PC
and stored, asynchronously, on a 1.2 TB RAID system. Theatiparduring the run was driven by
the triggers registered by the CIRQ module. The read-owdpas sufficient to avoid the need for
buffering, i.e. every event (up to several hundred eventspi#) was transferred immediately after
the completion of the FEB readout. Several online monitpgrocesses could be run concurrently
with the data taking, on remote PCs connected to the localankt For example, the online
beam profile measurement from the BPCs was particularlyulif@afbeam tuning. Because of its
compactness, the FCal DAQ system was manageable and piavidsbust operation during the
extended data-taking period.

Since beam triggers arrive asynchronously with respetigd@ T C clock, it was also necessary,
for each event, to measure the time delay between the TTR alod trigger. This was digitized
with 50 psresolution using the beam counter S1 and the TTC 40MHz clatsep as Start and
Stop signals for the LeCroy 2228A TDC. Since the relativesghaf TTC sequence and the beam
trigger is random, measurement uncertainty occurs whefrigger and TTC pulses coincide and
the phase jumps from 0 tor2 To remove this ambiguity, a second TDC input was stopped by a
TTC pulse sequence delayed by about 10 ns, i.e. roughly Ipafiad.

The front-end crate additionally contained a prototypes@uboard that delivered calibration
pulses directly to the front-end electronics via a spectrtd mounted to the backplane of the
Front End Crate. This pulser system was used for a varietaldiration runs that will be briefly
described in the next section. For the analysis presentezlthese data were mainly used for
determining channel-by-channel gain variations whichesadyout 2% rms. These corrections were
normalized to provide an average of 1.00 over the 994 ingnied channels.

3. Data taking, data handling

Data were taken over two extended periods in the summer #raf 2003, using the H6 beamline
at CERN. This beamline can provide electron, hadron and sibeams at energies up to about
200 GeV. Electron and hadron data were taken at each of thinfppact points described earlier.
For the energy scan, data were taken at the 4L and 4H positithdeam energies spanning the
energy range from 10-200 GeV. Some 200 GeV muon data werdaltea. For the scan of the
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Table 1. Statistics (in thousands of triggers) recorded for goodtet@ and hadron runs at the two im-
pact points used for the energy calibration. Actual enerfpe the 150 and 200 GeV electron beams are
147.8GeV and 193.1 GeV, respectively.

Beam Nominal Beam Energy (GeV)

type 10| 20| 40| 60| 80| 100| 120 150 | 200
edL 396 | 504 | 216 | 204 | 216 | 216 204 | 432
edH 192 | 192 | 300 | 252 | 228 | 216 204 | 228
4L | 1086 900 | 408 | 816 | 414 | 612 | 612 | 672
m4H | 960 | 408 | 780 | 816 | 660 | 444 | 612 | 629 | 648

inner edge of the FCal, only the highest energy electron aoldam beams were used. As stated
earlier, analysis of the 4H and position scan data will bedesd in future publications.

While electrons are required to set the electromagnetite stciithe FCall, the forward
calorimeter is primarily intended to extend calorimetrérmeticity for jets to the highn| region.
For this reason, and because of the poorer resolution faphexdenergy reconstruction, more time
was dedicated to hadron running than to electrons. Theeatkgmal was at least 200K electron
triggers at each energy and impact point, and at least 40dkohdriggers. These statistics were
achieved and in most cases exceeded, with a couple of exosptt 120 GeV we were unable to
obtain a sufficiently clean electron beam, while at 20 GeVhthdron beam quality was poor and
insufficient statistics were accumulated at the 4L position

Good runs are those corresponding to good beam conditisopeipsetup of any material
placed into the iron wall to model upstream material, angerdunctioning of all beamline ele-
ments and readout electronics. For two series of early morae coherent noise was introduced
by using the calibration board to inject monitor pulses imeen beam spills, a procedure which
was stopped after the problem was identified. Under nornmading conditions, coherent noise on
the FEBs, on average, represents about 10% of the noise @enalh As described later on, the
analysis of the data accounts for noise contributions ruruby these data are therefore included
in the analysis. For the energy scans, after selecting gauglwe are left with the statistics sum-
marized in tabl¢]1. Not shown are the statistics for the rsitcan points, where only the highest
energy beams were used; at each of these points about 20€Koalend 600K hadron triggers
were recorded.

Standard data-taking was in auto-gain mode with 7 samplessgecial data and for some
calibration runs the number of samples taken was incredeetb( 24, or 32). In order to limit
data files to sizes not exceeding the capacity of a standariR@WDilisk, data was taken in runs
corresponding to 12,000 beam triggers (in the case of 7 sarmphing). The data for each run
also contains approximately 5% of random beam triggers.

In addition to the particle beam data, a large amount of riitn data was accumulated.
Dedicated pedestal runs were taken at regular intervalgieas different types of runs utilizing
the FCal calibration pulser board, to allow study of the ®@atdcs gain, channel-by-channel gain
variations, cross-talk, and response non-linearitiegs&hmun types differed in the pattern of pulsed
channels, the pulse amplitude (DAC value) and the delayeéfiplied signals with respect to the
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TTC clock, as described below:

e Standard calibration runs: these runs performed a fine scan of DAC values from 0 to the
maximum of 16000, using a fixed delay with the peak near theli@ample. Seven samples
were recorded for each gain, and all channels were pulseatimevent.

e Long calibration runs: these runs performed a coarse delay scan (0-21ns in steps)f 3
with 12 DAC values in the range 0-4000 chosen so there were@dlows in medium gain;
24 samples were recorded for 2 gain settings (High, Mediwith, 1 channel/event pulsed.

e Cross-talk and auto-gain runs: these were similar to the long calibration runs but had
automatic gain selection and fewer (1 or 3) DAC settings. Sdmme 8 delays settings as in
the long calibration runs were used and 24 samples werededor

3.1 Treatment of data

Previous ATLAS LAr calorimeter beam tests at CERN have detie dedicated software packages
developed specifically for the data analysis, and much ffast kas been put both into maintaining
these software packages and later into converting themiterdst, the ATLAS software framework.
For this beam test, the decision was taken early on to usenAtheth for the (quasi-online) mon-
itoring during the data taking, and for reconstruction andlgsis of data. The analysis presented
in this paper was performed with Athena version 11.0.41epkfor analysis of the data taken with
the calibration pulser, which was performed using standalcode. A more detailed description
of the treatment of beamline and calorimeter data is giveahémext two sections.

3.2 Treatment of data from beam line elements

In the offline selection of events for analysis, in additiorntlie beam trigger, requirements were
placed on additional bits in the trigger word. Events weljeated if any one of the EarlyPU,
LatePU, or Veto trigger bits was set. Information from theD2R was also used in both the
electron and pion selections, as described further on.

A more sophisticated “beam cleaning” procedure, based alogrinformation from the var-
ious beam instruments, has also been used to reduce ctiotidfrom beam particles that have
scattered upstream of the calorimeter or events in whiale tiee multiple beam particles. Pedestal
values for all counters were determined on a run-by-runshastluding corrections for pedestal
drift within each run. For each beam element, the singlégdarresponse was then determined
by fitting the observed spectrum. Based on the pedestal waidththe single-particle spectrum
parameters, a set of software thresholds was defined forceagtter. This allows suppression of
a variety of undesired events. As an example, the signams 84, S2, and S3 were required to
exceed the set thresholds, in order to remove events in vwhé&cheam particle hit the light guide
or grazed the edge of the counters.

Hit information from the BPCs is used to fit straight trackeparately in thexzandyzplanes.
The x2 values from these fits are taken as a measure of the fit qualéyclude, for instance, tracks
that scatter in the beamline materials. The fit results aisld ynformation on the relationship
between the position of a beam particle within the beam smud, the slope of it's trajectory.
These two pieces of information can be combined to define artBEnvelope” which differs for
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Figure 10. The muon energy spectrum in theFigure 11. Reconstructed FCal energy at the
tail catcher and the associated pedestal (noisEM scale plotted against the energy in the Tail-
distribution. catcher.

the electron and hadron components of the beam and so altovwseparation of electrons and
hadrons. Similar beam cleaning and beam envelope tectmigaee been used in analyses of
previous Forward Calorimeter beam test datd [p, 14].

Muon contamination in the electron beams is suppressedduwyriieg that the Muon counter
response be belowa2of the noise. For muon studies used for calibration of tHectticher, to be
discussed below, there was an additional requirement tileasignal be consistent with that of a
single MIP. Since the coverage of the Muon counter is limitatitional suppression of muons is
obtained using information from the tail-catcher.

3.3 Treatment of tail-catcher data

The analog data from the tail-catcher was pre-processedviayasimilar to that described above
for the beam counters. In this case, the two outputs from pkte required determination of the
gain ratios, which was extracted from an analysis of all &ssiith visible longitudinal leakage. In
contrast to the studies performed for the beam countergyvtitable muon statistics did not permit
run-by-run MIP response parameter determination. Instdadks of consecutive runs taken under
the same conditions were used.

The tail-catcher performance for muon detection is showfigiure[1D. The tail-catcher cali-
bration for the conversion from MIPs to GeV of hadronic eyargs obtained from an analysis of
the 200 GeV hadron samples (which has the maximum leakdgs);dlibration constant is close
to 8 MIP/GeV. The correlation between the FCal Signal (atBMescale) and the tail-catcher re-
sponse, is shown in figufe]11. In the analysis presented tiereail-catcher was used only in a
veto mode, to reduce muon and hadron contamination in tttreteruns. It may be more fully
used in future analyses of the hadronic data, to assist iddkielopment of a leakage correction
routine based solely on FCal information.

3.4 Treatment of calorimeter data

As described earlier, the readout of the calorimeter systamconfigurable, allowing for different
numbers of samples and different choices of gain. Sevenlsanper channel per event were
normally used for both data and calibration runs. The firstda was used for pedestal and noise
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Figure 12. The plot on the left shows the average noise, in ADC countgwsnumber, over the full range
of good runs. On the right, the average noise is shown vs.nehaumber for data taken during one of the
noisy periods visible in the left-hand plot.

studies and samples 2 through 6 were used to calculate the paiplitude for physics studies.
The readout was usually configured in auto-gain mode, in lwtiie gain switched automatically
between high and medium gain, at a specified threshold. Aavh#able beam energies, signals
were mostly recorded at high gain. Low gain was not used.

Pedestal and noise values were calculated for each chammbyfrun and stored in a database.
The pedestal value for a channel was taken as the averageofate first readout sample over a
given run. These pedestals were derived from the physicglatmand so exist only for the high
gain readout. In the case of channels read out using mediim gedestals were derived from
a single, dedicated dual-gain pedestal run. Medium gairgiats are needed primarily for the
analysis of the high energy electron data, which was allmctated during a two-week period. A
number of these dual-gain pedestal runs were taken throtigthis period and show the pedestals
to be stable over that time period.

The noise for each channel was calculated as the standaitideof the pedestal value for
each run. The mean value of the noise for all channels as @idanaf run number is shown in
figure[IR. The average value of about 3.2 ADC counts is camgistith expectations. This figure
clearly shows that there were blocks of runs early in the btessnhthat had higher noise. The
problem was understood and corrected after the second bfadffected runs. Data from the noisy
runs is shown in the right-hand plot of figyrg 12, as a functibthe channel number, illustrating
that the higher noise was associated with particular cHanrigata from the two noisy periods
was used in the analysis, but, as will be described later oisercontributions are accounted for
channel-by-channel and run-by-run and subtracted in qiadr in the resolution studies.

Pulse height and timing information were extracted fromdhmpled data using the Optimal
Filtering (OF) technique[[]5]. This is the standard procedn use by the ATLAS Liquid Argon
Calorimeter group. It uses a simple but fast algebraic esgive to calculate the peak amplitude
and peak time from the pedestal-subtracted, time-ordemegples. The calculation requires a set of
Optimal Filtering Coefficients (OFCs); derivation of théseurn requires a precise representation
of the pulse shape and knowledge of the noise autocornelatairix, both of which can be obtained
from the beam test data.

The signal out of the shaper is sampled every 25 ns, in syntthtivé TTC clock. Since the
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Figure 13. Reference pulse shapes for FCall, FCal2 and FCal3, obthmmadhe beam test data and used
for calculation of the OFCs used for the signal reconstamcti

phase of this clock is random relative to the beam triggbescalorimeter pulses come at random
times relative to this clock. The timing was adjusted so,tbataverage, the peak of the pulse falls
at the 4th (out of seven) samples. However, pulses can be as asul2.5 ns ahead or behind this
average case.

The pulse shapes used for input to the OFC calculation wemnstructed from the data, by
starting with a pulse shape prediction from a SPICE modél@gtectronics chain and performing
an iterative fit procedure. Noise contributions were actedifor by using the noise autocorrelation
matrix, the inverse of which forms the weight matrix in tgé sum to be minimized. The pulse
shape prediction was fitted to the pedestal-subtracted lsarfem a large number of events to
determine the peak height and time for each event, usingemalgts with a sufficiently large peak.
Then, for each of these events, the samples were shiftechandd that the peak time was at the
time origin. The pedestal-subtracted sample amplitudes sealed to yield a peak of unit height.
Plotting the samples from all of the events, so obtaineddgd a pulse shape that appeared as
a fuzzy curve, the smearing being due to the very small eleicts noise. The small difference
between the mean of this fuzzy line and the SPICE model pliapeswas parameterized by a
polynomial. Adding the polynomial to the SPICE pulse yielde improved pulse shape which
was input to a second iteration, after which the pulse shaggestable. Pulse shapes differ from
module to module due to the different drift times associatét the different LAr gap sizes, but
the pulse shape for a given FCal module is rather uniform febiennel to channel and use of a
single pulse shape per module yields an adequate calibrafive pulse shapes obtained from the
beam test data and used for calculation of the OFCs are stmveaéh module in figurg 113.

In ATLAS, the amplitude and timing of a signal pulse are deieed by application of the
appropriate set of OFCs, one set for the energy recongiruatid another for the timing. During
normal ATLAS data-taking with p-p collisions, the TTC clotkat sets the sampling times will
be in phase with the LHC bunch crossing clock. This meansigmakfrom a given channel will
always be in the same phase with respect to the TTC clock;ecoestly only one set of OFCs
per channel will be required. This is not the case for the bezsnin which the beam particles
arrive asynchronously with respect to the TTC clock. To ume @F technique in this case, it
is necessary to measure the phase between the beam trighjireareadout clock and select the
corresponding set of OFCs, which were generated in bins ef This is adequate for good energy
reconstruction, as illustrated in figd@ 14, which showsdtfiect, on the reconstructed energy and
time, of introducing an artificial time shift between thealanhd the set of applied OFCs. For shifts
of less than 2 ns there is essentially no effect on the rearietl peak amplitude.
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4. Data analysis

This paper focuses on the analysis of the beam test dataaakem4L beam position. In this case,
there was a minimal amount of material in front of the cal@ier and the impact position on the
calorimeter face provides for approximate containmening/these data we evaluate the intrinsic
performance of the ATLAS forward calorimeter, for elecs@nd hadrons.

4.1 Signal reconstruction

The amplitude (in ADC counts) and the timing for each chawmete reconstructed using the
OFC technique as described in sectjor 3.4. For both electad pions a cylindrical clustering
technique was used, in which the reconstructed energy wiasneld by summing the energies
of all channels within a certain radial distance of the beamadct point. The impact point was
obtained from extrapolation of beam particle tracks, retrmcted from the BPC data; distances
were calculated based on the center of each readout chdforetlectromagnetic showers, about
99% of the energy is deposited within an 8 cm cylinder centredhe electron impact point.
For pions, a larger cut is required for containment of theatles hadronic showers. As will be
described below, contributions from any residual hadromtarmination in the electron data are
modeled using the hadron data taken at the same energys keetg, the hadron data was analyzed
with the same cylinder radius as is used for the electronsclfnnels affected by high-voltage
shorts were sufficiently far from the 4L positions that theyrabt affect the results reported here.
In order to determine the beam impact point on the caloriméte coordinate system de-
fined by the tracking chambers must be mapped onto that ofdlwgimeter. The first step in
this procedure is to map the impact point obtained by extedjom of the electron tracks, onto
the centre-of-gravity of electromagnetic clusters in ti@aH. However, it is observed that these
centres-of-gravity are pulled towards the geometric cefites, so fine-tuning is performed by
looking at energy sharing between neighboring cells. Saarsss cell boundaries were donexin
andy and the raticE; max/E1 Was evaluated as a function of position, whEfgnay is the energy
in the channel with the highest energy dadis the total energy in the FCall. The minimum of
this distribution is then associated with the average ofibeitions (inx or y, respectively) of the
electrodes along the edges of the two cells. These distiigiare shown in figurg JL5, which have
already been corrected for the measured shifts. The distsibin x (horizontal direction in fig-
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Figure 15. Plots ofEq max/Ex1, Vs. the corrected andy position of the beam track extrapolated to the front
face of the FCall. The quantiti&s maxandE; are as defined in the text.

ure[3) is broader due to the cell boundaryxibeing irregular, while the boundary inis straight.
The slight asymmetry ig=x is due to the the- 3° impact angle, which is in the horizontal plane of
the module and thus has the beam pointing slighty towardsyesalues ofx.

Noise contributions to the signal are accounted for in thieveng way: noise files are cre-
ated run by run, containing the reconstructed noise for eaahnel, obtained from the analysis of
random-trigger events. For each cell, in each random treggbevent, the reconstructed energy is
obtained by selecting a random phase and reconstructingjghal using the corresponding set of
OFCs. All random events in the run were processed in this waydduce a noise file that asso-
ciates an average reconstructed noise with each readawehia each run. In the reconstruction
of physics events, each cluster corresponds to a well defigtsaf readout channels; the noise level
associated with a particular cluster can be obtained by kagrfpom the noise file for that run, for
each channel associated with the reconstructed clusterpfdcedure allows for an accounting of
run-by-run variations in noise levels and extends well toersmphisticated clustering algorithms,
for instance the topological clustering algorithm thatne @f the proposed methods for ATLAS.

4.2 Analysis of electron data

Beam particles were selected as described in seffion 3iding the beam cleaning and beam
envelope cuts, and the use of the tail-catcher for supmesdi muons and residual hadron con-
tamination. The CEDAR was used only for the 60 GeV sample wiiee hadron contamination
was particularly large. This results in relatively poortistics for this point. For accepted events,
the energy reconstruction in each of the FCal modules wdsrpaed as described above. The
results presented below, for the response to electrong, etzained using 8 cm cylinder clustering
for the FCall only.

Even after the beam cleaning and beam envelope cuts, theoelesamples are not pure, so
proper extraction of the performance for electrons regusmeme method for dealing with the resid-
ual hadron contamination, since the high-energy tail af duintribution falls beneath the electron
peak. After application of the beam cleaning and beam epegatats, any residual hadron contam-
ination is accounted for by using the hadron data, takeneaséime energy and impact position,
to model that contribution to the reconstructed electroargy distribution. As an example, the
reconstructed energy distribution obtained from the 15@ &lectron sample at the 4L position is
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Figure 16. Reconstructed energy for the 150 GeV electron beam at thenditign using cylindrical clus-
tering in the FCall. Energies are presented in ADC countseahigh-gain scale. Overlaid is the result of
the fit described in the text, which takes the shape of thedmadistribution from the hadron data taken at
the same energy and impact position.

shown in figurd 16, where one clearly sees a large peak fromidletrons and an intermediate (and
broader) peak from hadrons. The expected signal shapglglglnon-Gaussian due to the impact
point variation of the FCal respond@ [6]. This effect is mpsinounced at the higher energies. The
reconstructed energy spectrum is fitted with a function isting of the sum of a double Gaussian,
parameterizing the signal, and a description of the hadootribution with a shape obtained from
analysis of the hadron data (taken at the same energy artibppsind a normalization that is al-
lowed to float. As a systematic study, the double-GaussiavaBtperformed in two different ways.
In the first, all six parameters were allowed to vary in thelfitthe second, at all energies, the ratio
of the means of the two Gaussians and the relative popusatiene constrained to have the values
obtained from the fit to the 200 GeV data. The latter congtiaimotivated by the hypothesis that
the relative population of the two Gaussians is dominanggdnined by the geometry of the unit
cell, i.e. the relative populations of different beam-jm&timpact points with respect to the centre
of the closest electrode. These two fit procedures yield siimdentical results. A single Gaussian
parameterization was also examined. This provides a muctepfit in the signal region, but the
extracted signal parameters are not dramatically affedagh fit was done over the full range of
reconstructed energies, excluding the region near zerosewheons can contribute. The recon-
structed energy and resolution are determined from thenpeteas of the two Gaussians fitted to
the signal peak. This fit technique requires that we havedhesponding hadron data with which
to model hadron contamination. This is not the case for tHe&d sample. The results of the anal-
ysis of the electron data at each of the beam energies areshdigure[1}, with the results of the
fits (as defined in figurg 1L6) overlaid. In the case of the 20 Gatd the fit function was a double
Gaussian only, since no hadron data was available. Resalfg@sented on a logarithmic vertical
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Figure 17. Energy spectra from electron data at 4L, obtained using an 8ytinder sum. In each case the
points represent the data and the overlaid fit results arefased for figure 16 and described in the text.
Also shown (bottom right) is the distribution of depositetergy, in the FCall liquid argon gaps, from a
Monte Carlo simulation of the beam test setup and deteain1,93.1 GeV electrons.

scale in order to illustrate the tails of the distributionlsé shown is the distribution of energy
deposited in the FCall liquid argon gaps, by 193.1 GeV aastrfrom a Monte Carlo simulation

of the detector and beamline. Overlaid is the result of thebtdsGaussian fit, demonstrating that
this parameterization provides a good description of thaadishape.

An important aspect of past and current beam test studibe isxtraction of the electromag-
netic scales of the FCal modules, since this also forms #rérgy point for hadronic calibration.
In a previous beam tesf] [6], which utilized prototype modubad different readout electronics,
both the FCall and FCal2 were exposed to electron beamsote détermination of the relative
electromagnetic scale factors. In 2003 only the FCall moewds directly exposed to electron
beams. Based on the results of the fits displayed in figyren&7-€all response to electrons (in
ADC counts at the high gain scale) is shown as a function afbeergy in figur¢ 38. Also shown
are the residuals relative to the results of a linear fit, @salt of which is overlaid. The response is
linear to within aboutt0.5% over the energy range from 10-200 GeV. The higher enesgjrehs
were from a secondary beam, the polarity of which is deteedhiny the beam definition in the
neighbouring H8 beamline. However, the lower energy edestwere taken with a tertiary beam
for which one can select the polarity. At the lowest enerdies< 20 GeV), data was taken for both
electrons and positrons to allow for systematic checks. IStifferences in the mean response to
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Figure 18. Linearity of the FCal response to electron and the residwélsrespect to the linear fit. The
errors shown are statistical only. The systematic unctits are discussed in the text.

electron and positrons at these energies were observe@amds$ to assign systematic uncertain-
ties on the reconstructed energy of 0.9% at 10 GeV and 0.6@@e¥. These values are consistent
with the size of the observed deviations from linearity iis thhergy range. At all other energies,
only single polarity data was taken: electrons at 60, 15020tGeV, and positrons at 40, 80 and
100 GeV, so it is not known whether a similar systematic wagety applies to the measurements
at these energies. Magnets were not systematically degghdsging the beam test, so there may
be small contributions to the beam energy uncertaintiestalwemnant fields. However such an
effect would be expected to be in the same direction for atheflow energy points, since they
were taken during the same period with no intervening beamipukations that would account for
a sign change. Other systematic uncertainties arise dwetd selection, fitting procedures, and to
residual effects associated with the combination of thpawese dependence on the beam particle
impact point and variation in the beam profiles at each enefgpe total uncertainty from these
sources is estimated to be about (0.1 - 0.2) %. The possidterge of an unidentified systematic
uncertainty at the 0.5% level (in the low energy region) cafre discounted. The fitted slope cor-
responds to an electromagnetic scale factor of 12.0D7(stat) +£0.07(sysy ADC counts / GeV.
Allowing for increased uncertainties in the reconstruaedrgies, large enough to account for the
observed deviations from linearity, makes only a small Gbation to the systematic uncertainty.
The average gain correction for channels contributing €dlectron energy reconstruction was
examined and found to be 0.988. This factor is accountedhftrd analysis.

In advance of the calibration beam test, predictions wergenwd the energy calibration con-
stants, for each of the three modules. A feature of liquidbargampling calorimetry is that the
common parameters which determine the energy responsdreaglyaknown. Differences be-
tween one liquid argon calorimeter and another are mos#ytduigeometry. Since the geometry
of the forward calorimeter modules is well known, calcdas of the response should be reli-
able. The predictions utilize knowledge of the cold and waectronics which could also be
calculated from first principles, and measurements weriaé@a to confirm the calculations. The
initial calculation of the FCall energy calibration agregth the experimentally determined value
at the 5% level. However, using the extensive calibratiota daken during the beam test, some
small impedance mismatches were identified, which were cauanted for in the initial predic-
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Figure 19. Left hand plot: Electron resolution for electron data shaya sampling term of 28.5% and
a constant term of 3.5%. The right-hand plot shows the naib&acted (in ADC counts at the high-gain
scale) at each energy point.

tion. Including these effects in the modeling of the eletirs leads to a predicted scale factor of
12.0 ADC/ GeV, in good agreement with the experimental tedillis agreement is important in
light of the fact that final ATLAS readout electronics wereauvailable for the 2003 beam test, so
carrying the calibration derived from this beam test ovehTo AS will rely on simulations of the
old and new electronics chains. For the hadronic modulessithulation predicts the correspond-
ing scale factors to be 6.1 ADC/GeV for the FCal2 and 5.4 AD&/Gor the FCal3. The ratio
of the FCall and FCal2 responses has been measured in ausrbeiam tes{]6] and is consistent
with the ratio of these calculated values at the 5% level.s€lhbree scale factors are used in the
hadronic energy reconstruction discussed later on. Thatlity fit yields an intercept of -12.3 ADC
counts, corresponding to an energy of about 1 GeV, which ntighattributed to energy losses up-
stream of the calorimeter. Attempts were made to model thésgy loss in a simulation of the
beamline. This yielded predicted energy losses which ddriem about 450 MeV at 10 GeV, up
to 1.1 GeV at 200 GeV. However, the simulation accounted @orynaterial located downstream
of the final bend magnet, not for material further upstreamhsas the high-pressure gas volume
in the CEDAR, or regions where the H6 beam passed throughnifisamt thickness of air. For
this reason, no attempt has been made to correct for theeaps&nergy loss and the intercept was
allowed to vary freely in the linearity fit.

The noise-subtracted energy resolution as a function afggrie shown in figurd 19 along
with the result of a fit using the function:

Oe

a
- g%k (4.1)

The right-hand plot shows the subtracted noise (in ADC chuat high gain) at each en-
ergy point, obtained as described earlier. The fit resuksaas (28.5+1.0)% - GeVY? and

b = (35 £ 0.1) %. The constant term is consistent with that obtained in &ipue beam
test while the stochastic term is somewhat improved oveptbeious result[[6]. The statistical
uncertainties are small; the quoted uncertainties are e by systematics associated with the
choice of selection criteria, cylinder cluster radius, éittthg procedures.
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Figure 20. The flat weights for hadronic reconstruction, for each FCadlaie, as a function of energy.

4.3 Analysis of hadron data

Energy reconstruction for the hadron data involves the déoation of the energy deposited in
three individual FCal modules, each of which has a diffesampling fraction and thus a different
electromagnetic scale. Each module additionally has areifit relative response to electrons and
hadrons. Both effects must be accounted for when combinifagrnation from the three modules
for the reconstruction of total hadronic energy. This wasedosing a “flat-weighting” technique
in which the energy is reconstructed from cells within a 16rewfius of the beam-particle impact
point, as a sum of the form

E = 0101(ADCrcai1) + 9202(ADCrcal2) + 0303(ADCrcars) (4.2)

wherea, a, andas are the ADC-GeV electromagnetic scale factors for the three modules and
01, 02 andgz are chosen to minimize the energy resolution, with the caimdtthat the average
reconstructed energy equal the known beam energy. Iniit@ dnalysis showed slightly differ-
ent responses to hadron beams of different polarities. Wassattributed to a significant level of
proton contamination in the positive beams (10, 20, 40 an@e@). For this reason, a CEDAR
requirement was included in the pion selection criteriais TAquirement was applied at all ener-
gies, regardless of the beam polarity, except at 200 GeViea€EDAR was not functioning when
those data were recorded. However, for the negative pplagiams, the effect on the reconstructed
energy and resolution was very small.

The flat weights were derived separately at each energy anghawn for each module, as
a function of energy, in figurg R0. Since energy-dependengiv® cannot be used at ATLAS, a
single set of weights is used for the reconstruction at adrges. In ATLAS, most of the jets
in the forward calorimeter will be very high energy, so thghst energy weights are considered
the most applicable; the results presented below wereftirerebtained using the weights derived
from the highest energy (200 GeV) data sample. The spredtkokeights from the four highest
energy points is used in the evaluation of the systematienmioties. Because the structure of the
two hadronic modules is very similar, one would expect thatteights for the two modules would
be similar. This is the case if one accounts for the energhéntail-catcher when extracting the
weights. However, since the tailcatcher will not be prese®kTLAS the weights are calculated
without accounting for longitudinal leakage, which leadsan increase in the weights for the
FCal3.
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Figure 21. Distributions of reconstructed energy for pion data taketh@ 4L position, reconstructed using
the flat-weighting technique. Also shown is a plot of the restcucted noise at each channel, obtained in the
manner described in the text.

Figure[2]L shows the distributions of reconstructed enetrgaeh beam energy, for pions se-
lected from the hadronic data taken at the 4L position, u#fiegflat weights extracted from the
200 GeV data. Also shown is the average reconstructed noéseh beam energy. From these dis-
tributions we derive the FCal energy response and resaldtioction for pions. Several methods
have been used; the mean and width of the distributions hese taken directly from the observed
distributions as well as from fits using single- and doubkai&sian parameterizations. For the
double-Gaussian description, both the four and six pammfiés were performed, as in the analy-
sis of the electron data described in secfioh 4.2. The foarpeter double-Gaussian fit results are
used to extract the response and resolution results shdaw,behile the other methods are used
in the evaluation of systematic uncertainties. The platsagirin presented on a logarithmic scale to
illustrate the extent of the tails, which is an importantfpenance criterion, as discussed later on.

In figure[22, the plot on the left shows the ratio of the recartsed energy to the beam energy,
as a function of the latter. The right-hand plot shows the@&siubtracted energy resolution for pi-
ons, as a function of the beam energy. Overlaid is the re&fittto the resolution parameterization
described earlier. The stochastic and constant term@dr2+ 1.6)% - GeV/2 and (7.5+0.4)%
respectively, which meet ATLAS requirements. Uncertamtire again dominated by systematics,
which are taken as the full range of variation seen with ustheffour sets of weights and from
variation of the selection criteria and fitting procedures.
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Figure 22. For pions, the plot on the left shows the ratio of the recarcstrd energy to the beam energy,
as a function of the beam energy. The plot on the right shoesitlise-subtracted energy resolution as a
function of beam energy. Overlaid is the result of the fit diésd in the text.

4.4 Hadronic reconstruction with radial weights

More sophisticated weighting schemes are often used toowephnadronic resolution. Here we
illustrate one such procedure, a radial weighting techmifi] which exploits the fine transverse
segmentation of the FCal modules. In this case, for each eenenergy is reconstructed as the

sum:
ncells

E= Z Sj ><V\4<(Rj). (4.3)
=1

Here§; is the energy of thg! cell, reconstructed at the appropriate electromagnetile 364 (R;)

is a radial weight factor, ang; is the distance between thH# cell and the particle impact point

on the calorimeter, which is obtained from the tracking. $bm is over all instrumented cells in

the three calorimeter modules. The radial weidlitéR) are determined by linear interpolation be-
tween a set of radial weigh®§(Ry) which are fitted at discrete distand&g wherek € (1,---,N):

Wi if R<Ry
WL(R) = ¢ Wy if R>Ry

W x H + Wy 1 X % otherwise
In this study,N = 16 for each module (steps of 1 cm), providing a total of 48 framameters. The
radial weights for each module, at each energy point, wetairmdd by minimizing the resolution
of the reconstructed energy. These fits are done separatebch beam energy, providing a set
of weights for each sample. These are shown for each modfilguire[2B for energies from 120-
200 GeV; the observed energy dependence is not dramaticonReactions using the 120 GeV
weights, the 200 GeV weights and the average of the 120, 15Q@@0GeV weights yield almost
identical results for the energy resolution. The resulesented in this section were obtained using
the 200 GeV weights.

The weight distributions in the three modules can be quafitly understood as follows: in
the FCall, the energy deposition at small radius is domihbyethe electromagnetic core of the
shower, so the weights in this region are expected to be dbdAd one moves into the halo of the
shower, the hadronic component becomes larger and the tsaigh correspondingly. At higher
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Figure 23. Radial weights for the three FCal modules, shown for ensifgeen 60 to 200 GeV, derived from
the beam test data.
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Figure 24. The plot on the left shows the reconstructed energy for 200 Gaa taken at the 4L position,
obtained using radial weights. The plot on the right showsr#solution obtained with the radial-weighting
technique. In each case, the result is displayed with thivalgmnt results from the flat-weighted reconstruc-
tion technique.

radius still one begins to move away from the region in whigré are significant energy deposits,
and the weights fall to small values, providing for the sgsision of channels contributing mainly
noise. Note that this procedure can be applied without efingj, since weights tend to zero as
one moves far from the shower axis. In the FCal2 module theathvéhape is similar to that of
the FCall though fall-off begins more rapidly due the derdeorber. In the FCal3 where most
of the deposited energy is hadronic, and where any EM conmpaltes not necessarily appear at
the shower centre, the weights begin at values larger thaiole that, in the analysis presented
here, distances were calculated with respect to the geioroetitre of the readout cell. This differs
from the technique used in a past analy§ig [16] which tookdibtance to a cell as the average
distance to its three closest electrodes. Furthermordherextraction of the radial weights, the
beam-energy constraint was not applied. For both of thesmores, the radial weights derived here
are not optimal, but the results are included to illustrategerformance that can be expected from
a more sophisticated weighting procedure. The optimal é@mgintation of this technique will be
the subject of further study.

The results of this reconstruction, applied to the 200 Geta dample, are shown in the
left-hand plot of figure[ 34 along with the equivalent disttion from the reconstruction with
flat weights. For the radial-weights reconstruction, theameeconstructed energy is 198.8 GeV,
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slightly lower than 200 GeV due to the absence of the beanggrmnstraint in the weights de-

termination. Reconstruction using the 200 GeV flat weiglé$dg a mean reconstructed energy
of 200 GeV, though the peak is at a slightly lower value duehtodsymmetric shape. The im-
provement in the energy resolution, using the radial waightis apparent. The resolution as a
function of energy is shown in the right-hand plot of fig{irke2®l compared with the results from

the reconstruction with flat weighting. The stochastic tesmeduced from 94% to about 70%. The
fitted constant term i§3.0+ 0.5)%. The resolution at 200 GeV is improved from 10.1% to 5.8%.

5. Summary and conclusions

The FCal detector for one side of ATLAS has been tested wihtedn and hadron beams in the
energy region of about 10-200 GeV. Analysis of the beam tast shows that the FCal performance
meets the ATLAS requirements. Further analysis is underwadpok at the FCal response for
particles that hit the detector at high values f, near the edge of the FCal acceptance, and to
investigate the change in performance when upstream ralaiteadded to simulate conditions at
ATLAS.

Due to scheduling difficulties, the final ATLAS LAr warm elemhics were unavailable for
the beam test. The gains in the final electronics are difftdrem those of the prototype electron-
ics that were used, but these gain differences are reagonadil understood and more detailed
determination is on-going. Because the predicted enegporese agrees, with reasonable preci-
sion, with the measured response, we are confident thaicapiph of the calibrations constants
(ADC/MeV) with the gain ratios will give an acceptable caéibon for initial data-taking with the
final electronics.

The noise contribution in a single FCal readout channelnsidated by irreducible, incoherent
KT noise in the preamplifiers. A first-principles calculatiof the noise seen after the shaper agrees
with observations. Measurements show that about 10% ofotiaé ioise in a single channel is
coherent noise, in line with the specifications for the psgie ATLAS electronics used in the
beam test. For the final ATLAS front-end electronics, thatc#jication was tightened to 5%.

Because the sampling fraction of the FCal modules is venjlstha stochastic term is domi-
nated by shower fluctuations. It dominates the energy résnlanly over a relatively narrow range
of energies, with the noise and constant terms dominatifuyvednd high energies, respectively [6].
The constant term is dominated by the variation in the respas a function of transverse position.
For showers which develop near the gap of an electrode, #pomnse is larger than for showers
which develop near the middle of an electrode rod or betwéssiredes. To the precision of the
beam profile chambers we have mapped this response vaiimattomtransverse direction. Correct-
ing for this transverse response variation can signifigartiuce the constant term. However, in
ATLAS there are no tracking chambers upstream of the FCapdedp noise will hamper attempts
to determine the transverse position via shower-sharihgemn neighbouring readout channels to
the required accuracy. For these reasons, none of thesesptirted here include such corrections.

TheEr resolution requirement for the FCal is specified\&s /Er < 10% forEy > 25 GeV. In
the case that the position resolution (and therefore thalangesolution) is perfect, this translates
to an energy resolution specification®E /E < 10% forE > 250 GeV atn| = 3.0 and forE >
1000 GeV atn| = 4.4. In the beam test, the position of particles can be oted by shower
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sharing to a precision of 1 mm or bettgr]|[14]. Pileup will dedg this precision. Assuming a
precision of 7.5 mm, the angular resolution wouldd&#/' 0 = 1.5% at|n| = 3.0 andA8/6 = 6.0%
at|n| = 4.4 requiring an energy resolution AE /E < 9.9% at|n| = 3.0 andAE/E < 8% at|n| =
4.4. The results presented here show that the performance &Qhl exceeds these requirements.
While the rms energy resolution is an important parametaratdterizing the performance of
a calorimeter, the tails of the energy resolution functiomaso important. For instance, suppose
a 200 GeV hadron strikes the forward calorimeter. What ispitudability that the calorimeter
response exceeds 300 GeV or falls below 100 GeV? Such raverences will lead to an instru-
mental missind=r signal. In a good calorimeter the probability of this ocemege should be well
below the expected physics signal. In the case of the ATLASIAG the energy spectrum recon-
structed from the 200 GeV sample, we find the probability shaeam particle gives a measured re-
sponse above 300 GeV to @024+ 0.005%. The probability to have a measured response below
100 GeV is(0.052+ 0.007)%, with about 90% of such events being consistent with latevshing
particles that are not fully contained, and about half ofréreainder being attributed to muons.
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